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Differential Privacy Results for Insertion-Only Graphs Sublinear Space Densest Subgraph (DSG)
Problem Previous Results Our Results
Data Data G: (r‘}@;;gg G': e » Uses uniform sampling [McGregor Tench Vorotnikova Vu '15; Esfandiari Hajiaghayi Woodruff ‘16]
Dataset i K‘é&’;{/‘?@(i&‘f Error (1 il ) 1 log™n - nlogn - - - 1
R processing release @Afjgg <§ S v T) T » Sample each edge with p = ——, obtain O(n log n) sized sample, rescale sampled solution by >
Py /qic;/c Y ey Tt C value only :
Q;Z;@‘*‘ > ) ‘ D1 = | output ,@(@( f@éﬁ Subgraph e  Need to adaptively choose sampling probability p to release answer after every update
< /@%ﬁ@}? = SHECE 0(m) 4 (E) > Use Sparse Vector Technique (SVT) to halve sampling probability when edge count doubles
9, &) e Two graphs are edge/node neighbors log n o . . _ _
if they differ in one edge or node, resp. , log® n * Ensure 0 ( - ) additive error from static private algorithm does not compound when rescaling
log“n 1+19)(2+ &), . . . .. e
[ : : . . . | I Error (1 T, ) <( @+ @) E ) » Ensure returned subgraph has sufficiently high density, absorb additive error as multiplicative error
Differential Privacy [Dwork McSherry Nissim Smith ‘06, Nissim Raskhodnikova Smith ‘07] Maximum 2 (arboricity @
y @)
An algorithm Ais (€, 8)-differentially private if Matching o o
for all pairs of neighbors G, G’ and all possible sets of outputs S: Size ly(log 1) * Approximation guarantee follows from intricate Chernoff bound argument
g ) 0 0og n
Pr[A(G) € S| < e€Pr[A(G') € S|+ & Space o(m) 0(p y£ - ) » accounts for SVT / static algorithm errors
N / e £-DP guarantee from DP of SVT, edge edit distance being preserved, and composition
Insertion-Only Graph Continual Release Model Prior Work
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